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Abstract—Accompanied with the energy crisis and global
warming, the concept of Energy Internet (EI) emerges, which
aims to make full use of renewable energy. Among many
possible structures, a particularly interesting EI structure has
multiple microgrids interconnected by energy routers. In order
to ensure that energy routers can control and transmit energy
efficiently and reliably among microgrids, information technology
plays an important role. Focusing on the information layer of
the considered EI structure, a novel edge-cloud coordination
architecture is proposed in this paper. A task allocation strategy
is developed to improve the reliability and efficiency of the
information layer. In order to reduce the information delay as
well as ensuring the reliability of information transmission, a
joint optimization problem is formulated and solved by particle
swarm optimization algorithm. The effectiveness of the proposed
method are demonstrated by simulations.

Index Terms—edge computing, energy internet, energy router,
microgrid, smart grid

I. INTRODUCTION

Nowadays, in order to cope with the challenges of en-
vironmental pollution, energy crisis and global warming, a
new energy system, energy Internet (EI), which can make full
use of renewable energy, has been widely concerned by both
academia and industry [1]- [4]. The EI, which is advocated to
be built in a bottom-up mode, is regarded as an upgraded
version of the smart grid [5]- [7]. It is different from the
conventional power system which is built in the top-down
and centralized mode. In the EI, the main power system is
the backbone and the microgrid (MG) is regarded as the local
area network. MGs can be a kind of small self-sufficient power
networks composed of traditional power generation devices,
renewable energy, local energy storage devices and a variety
of loads [8]- [10].
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Compared with the traditional power system, the exchange
of information and energy in the EI scenario is more important
[11]. As the core component of EI, the energy router (ER)
plays a key role in the implementation and management of
information and energy exchange [12]. In order to ensure that
the renewable energy can be appropriately converted into the
required energy in real time and that energy can be used
efficiently, information technology shall be widely used in
power information collection, power quality monitoring and
energy management [13]. Therefore, on the information level,
effective information communication and computing capabil-
ities can improve the production, utilization and transmission
efficiency of energy [14], [15].

However, in order to achieve the goal of self-sufficiency
of each MG in the EI, various controllers, power monitoring
equipment and electrical equipment shall be equipped to EI
scenarios, and the terminals of Internet of Thing (IoT) are
intelligent and diversified [16]. The intellectualization of EI
also calls for the deployment of key functions such as model
prediction, fault prediction and power control [17]. These
functions have very high requirements for the computing
power of the running carrier. The traditional method is to
offload these tasks to the cloud with strong computing power.

Due to the fact that cloud computing can effectively in-
tegrate network resources and provide powerful information
processing capabilities, it is feasible to solve the information
processing problems in EI by using cloud computing [14].
However, the massive data generated by a large number
of terminal devices would normally lead to the instability
of the network [18]. Meanwhile, many computing tasks are
very sensitive to the delay of information [19]. All of these
could seriously affect the security and reliability of EI, thus
affecting the management and control of energy and the user’s
experience of service (EoS) [20]. Therefore, in order to make
up for the deficiency of cloud computing and improve the



reliability of the information layer in EI, we turn our attention
to a new computing paradigm—edge computing (EC).

EC is a new computing paradigm that places some of the
resources of cloud computing, such as computing, storage,
network, etc., in the edge which is closer to the devices [21],
[22]. By deploying a series of edge servers near the edge
of the devices, the computing tasks of the devices can be
processed locally, which greatly reduces the time delay caused
by the remote network transmission, so as to improve the
stability of the energy layer in EI [11], [23]. Despite the fact
that EC has notable advantages, it has defects, such as the
limited computational capacity on the edge side, which can
be made up by the powerful computational capacity of the
cloud server [24]. Therefore, it is significant to design a cloud-
edge collaborative architecture in EI scenarios to optimize task
scheduling and improve the communication and computing
efficiency of the information layer.

In recent years, when the technique of EC is considered
in EI, the related research has attracted much attention, and
significant advances on this topic have been made; see, e.g.,
[18], [25] and [26]. In [25], considering the transmission
delay and computation delay of information, an EC based
workload allocation method is proposed to reduce the service
delay of the power system. Compared with [25], the workload
allocation method proposed by [18] additionally considers
the minimization of energy consumption. In [26], an energy-
efficient computing offloading method is proposed to minimize
the long-term system cost. In [13], a multi-tier communication
architecture is proposed for energy trading systems. On the
other hand, the reliability of EC system have also received
much attention [11]. In [11], an energy management frame-
work is proposed to support the reliable operation of EC in
power system. However, few work has considered both the
reliability of information communication and task scheduling
simultaneously.

In order to deal with the problem of high delay and low
reliability caused by the access of a large number of power
equipment, EC is introduced into the considered EI scenario
in this paper. The structure of EI is generally divided into
information layer and energy layer. It is worth noting that
information communication plays a central nervous role in EI
[14]. In this EC architecture, we formulate an optimization
problem to reduce the delay and ensure the reliability in the
information layer, thus improving the reliability of energy
layer. The particle swarm optimization algorithm is used to
solve this optimization problem.

The main contributions of this paper are as follows:

1) A novel EC architecture in EI scenario is proposed, and
a task splitting strategy based on cloud-edge collaboration is
applied in this paper to make full use of computing resources
on both cloud and edge. Most of the existing literatures
only consider reducing the delay of information transmission
and computation [27], whereas the reliability of information
transmission has not been considered. In this paper, these
factors have been considered simultaneously.

2) A joint optimization problem for delay and reliability

is established. Considering that particle swarm optimization
algorithm has the characteristics of strong global optimization
ability and fast search speed, this optimization problem is
transformed into a form which can be solved by the particle
swarm optimization algorithm.

The rest of the paper is organized as follows. Section II de-
scribes the modeling for the delay of information transmission,
information computation and information reliability. Section
IIT formulates the joint optimization problem. In Section
IV, the particle swarm optimization algorithm is introduced
to solve the optimization problem numerically. Section V
provides some numerical simulations and summarizes the
outcomes. Finally, the conclusion is presented in Section VI.

II. SYSTEM MODELING

In this section, we describe the EC architecture and for-
mulate the delay model of data communication and task
computation. After that, we formulate the reliability model
of communication in the information layer.
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Fig. 1. EC architecture

A. Edge Computing Architecture and System Model

The EC architecture considered in this paper is illustrated in
Fig. 1. The EC architecture includes cloud, edge and end. The
cloud side is composed of traditional cloud computing center.
The edge side is composed of the ER and edge server. The
end includes but is not limited to loads, power state sensor
and various electrical equipment. As the core component of
information and energy management device in EI, the ER acts
as the edge controller in this architecture. The task request of
the end device at a certain time is sent to the ER where it
is located first, and then the ER divides each task into two
parts, as shown in Fig. 2. In Fig. 2, dashed lines and solid
lines represent energy flow and information flow, respectively.
Considering the limited computing power of the edge side, the
ER offloads one part of the tasks to the cloud for computing,
and the other part to the edge side closer to the end device.



Let us denote 7 as the set of ERs, where J = {1,2,...,J}.
There are Z; end devices, which are connected with the j-
th ER. In this paper, the task, which is initiated by the i-th
end device connected with the j-th ER, can be denoted by a
vector W;; = [Tj,, E;;], where T} ; represents the data-size
(in bits) to be transmitted, and F; ; represents the number of
CPU cycles needs to be performed.

B. Delay Modeling

In this paper, we consider four kinds of delay as illustrated
in the following.

1) Transfer delay of information from the end device to
the ER: As shown in Fig. 2, the computation tasks, such as
load forecasting, fault detection based on artificial intelligence
algorithm and wind power forecasting, have very high require-
ments for hardware computing resources, so they need to be
offloaded to the cloud server or edge server for computation.
In the architecture proposed in this paper, all tasks are first
transmitted to the ER. The transmission delay from the i-th
end device to the j-th ER is denoted as d{"""“°. According
to [25], the transmission delay can be modeled as follows.

di;rgn,ee _ m (1)

5 c ’

where r; ; is channel distance between the i-th end device and
the j-th ER, and c is the travel speed.

2) Computation delay of task at the edge server: As
mentioned before, the computation of these tasks requires
high computing resources and is time-consuming, so we also
consider the computation delay at the edge server. As shown
in Fig. 2, the task transferred from the end device to the ER
is divided into two parts. One part is executed by local edge
server, and the other part is executed by cloud server. Let us
denote \;; as the task splitting ratio which represents the task
proportion executed at the ER. Thus, 1 — A;; represents the
task proportion executed at the cloud. According to [27], [28],
the computation delay of task at edge server can be modeled
as follows.
= A 2
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where f7, represents the computation resource that the j-th
ER allocates to the ¢-th end device.

3) Transfer delay of information from the ER to the cloud: In
this paper, all ERs are assumed to be connected with the cloud
through different backhaul links. Although backhaul link has
high bandwidth, due to the big amount of transmission data,
the transmission delay of this part also needs to be considered
[27]. As shown in Fig. 2, after a task is divided into two parts,
one of these two parts needs to be transferred from ER to the
cloud. According to [27], the transmission delay from the ER
to the cloud can be modeled as:

d?rgn,ec _ (1 B )\j,i)Tj,i 3

75t Wj ’ ( )

where W; is denoted as the backhaul communication capacity
for the i-th end device connetcted with the j-th ER.
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Fig. 2. The procedures for processing and transferring energy and information.

4) Computation delay of the task at the cloud: As mentioned
before, the computation of these tasks requires high computing
resources and is time-consuming, so the computation delay at
the cloud server also needs to be considered. As shown in Fig.
2, when transmitted to the cloud, such part is performed by
cloud server. The number of CPU cycles required to perform
each part of task can be modeled as (1 — \; ;) E; ;. According
to [27], the computation delay of the cloud can be modeled
as:

d;_:i_m,c — (1 )‘,Z:,Z)E]al, (4)
7,
where f7, represents the computation resource that the cloud
allocates to this task which is offloaded to the j-th ER from
the i-th end device.

C. Reliability Modeling

Ensuring the reliability of information communication is the
key to maintaining the security of energy production, transfer
and other processes in EI. Once there is a fault in the process
of information transmission, it could cause the energy layer to
lose the control of information, thus increasing the instability
of this system. Therefore, reliability is an important index that
must be paid attention to. In order to express the reliability
of information communication, the reference [29] adopts the
error probability of communication. According to [29], the
error probability of each communication link can be modeled
as follows.

ej=1-(1-n), (5)

where 7 represents the target block error rate, and it is
necessary that the block error rate is less than 10~7 [30]. In
(5), 0 represents the ratio of the size of communication data
to transport block. The definition of transport block can be
found in, e.g., [31].



III. PROBLEM FORMULATION

In this paper, a task allocation strategy based on cloud-
edge collaboration is proposed to improve the reliability and
efficiency of the information layer in EI. For improving the the
efficiency of the information transmission and computation,
we focus on minimizing the delay of information transmission
and computation.

We assume that the transmission and computation of tasks in
the ER are performed simultaneously, so we take the maximum
of ;7™ and dtm" ““+d;7™° as the overall delay of the i-th
end deV1ce Connected to the j-th ER [27]. Let us denote the
overall delay of the ¢-th end device connected to the j-th ER

as dj% which can be expressed as
ec __ com € tran ec com,cC
dj; = max {d sy +d;; } . (6)

Then, since each task needs to be transferred from end
device to ER first, the overall delay of the task can be described
as

sum __ jtran,ee ec
dji™ = dj T A die 9

When the reliability of information transmission is not
satisfactory, the number of tasks transferred from ER to the
cloud in EI should be reduced accordingly, in order to ensure
the safety of EI system. In this paper, the amount of tasks
transferred to the cloud is adjusted by changing the value of
Aj,i- Therefore, the 7 ;, which is

i = ej(1—Ajq), ®)

should be minimized.

With the increase of communication error probability, the
amount of tasks transferred to the cloud server should be de-
creased. Therefore, considering the reliability of information,
the optimization objective is formulated in (9).

min ZZd‘q—fﬁm +krj, )
{)‘j'ri’f;,i’fe j=1i=1
subject to ZZf; < F°, f5,>0, (10)
j=11i=1
15
S fSF f=0,¥i€d, (D)
1=1
OS)\j’igl, ViGIj7Vj€J, (12)

where (10) and (11) mean that the total computing resources
of the cloud and ER are limited, and the upper limits are F'*°
and F7, respectively. The task splitting radio \;; meets the
constraint (12).

IV. PROBLEM SOLUTION

According to the results in [27], we simplify this complex
optimization problem into a form that can be solved by parti-
cle swarm optimization algorithm. The optimal task splitting
strategy A;; is derived by the method in Appendix C of [27].

In this way, the optimal task splitting strategy A;; can be
expressed as:

) Tyifsifs: + EjiWifs,
2B Wi+ i)+ Tl fen

By substituting (13) into (9), the splitting ratio A;; can be
eliminated. Then, the objective function can be solved by the
particle swarm optimization algorithm. The detailed process
of the particle swarm optimization algorithm is as follows:

1. Initialize the particle swarm, including maximum itera-
tions, size of particle swarm, initial velocity and position of
each particle.

2. Calculate fitness values for each particle.

3. Calculate the best position pbest; and the best global
position gbest;.

4. Update the speed and position according to the following
equations:

(13)

Vit1 =W - v; + ¢o - randy - (pbest; — x;)
+ ¢o - rands - (gbest; — x;), (14)

Tit1 = Ti + Vig1. (15)

5. Check whether the number of iterations reaches the
maximum value. If so, stop the iteration; otherwise return to
Step 2.

V. NUMERICAL SIMULATION

To verify the performance of the proposed method, nu-
merical simulation is provided in this section. The detailed
parameters are listed in Table 1.

TABLE 1
PARAMETERS FOR SIMULATION
| Parameter | Value ]

B, [500, 700] M Cycles
FE 10000 cycles/s
F" 50000 cycles/s
c [100, 1000] km/s
k 0.01
6]' 0.1
T [0.01, 0.03] Mbits
W; (50, 100] Mbps
T4 [50, 500] m

The comparison of performance between cloud-edge
scheme and cloud-only scheme is described in Fig. 3. The
cloud-only scheme means all tasks must be transfered to the
cloud for computation. In this simulation, it is assumed that
each ER connects 5 end devices. In this figure, it is obvious
that the cloud-edge scheme is better than the cloud-only
scheme. With the increase of the number of MGs, the growth
rate of the average system delay with cloud-edge scheme is
slowing down, while the growth rate of the average system
delay with cloud-only scheme is almost unchanged.

The effect of the capacity of edge server on the optimal
splitting ratio is described in Fig. 4. In this simulation, it is
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assumed that the capacity of edge server in MG2 is 7000
cycles per second, and each ER is connected with 4 end
devices. It can be seen that when the capacity of edge server in
MGTI increases, the optimal splitting ratio of MG1 increases,
while that of MG2 decreases. This is because when the
capacity of edge server in MGI increases, the ER of MGl
leaves more tasks to be processed locally. Meanwhile, the
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Fig. 5. The resource allocation of cloud affected by the capacity of edge
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Fig. 6. The optimal splitting ratio affected by the error probability of
communication.

computing burden in the cloud is less, so the ER of MG2
transfers more tasks to the cloud for computation. Accordingly,
when the number of tasks transfered by an MG is reduced,
the computing resources allocated to the MG by the cloud is
also reduced. The effect of the capacity of edge server on the
resource allocation of cloud is described in Fig. 5.

Once there is a fault in the process of information trans-
mission, it could cause the energy layer to lose the protection
from the information layer, thus increasing the instability of
EI system. In order to reduce the effect caused by the fault
in the process of information transmission, when the fault
rate becomes relatively high, the amount of long-distance
information transmission should be reduced. As shown in Fig.
6, the optimal splitting ratio increases with the increase of the
error probability. In this simulation, the value of parameter k
is set to be 5. The blue line represents the optimal splitting
ratio when the error probability is zero.

Based on the simulation results above, the feasibility of
the proposed method is evaluated. The simulation results
demonstrate the cloud-edge collaboration method proposed in
this paper is is better than the cloud-only method in reducing
the delay of information.

VI. CONCLUSION

In this paper, the delay and reliability of information in EI
is investigated. In order to ensure the reliability of information
transmission and reduce information delay, a task splitting
strategy based on cloud-edge collaboration is proposed. Then,
a joint optimization problem is formulated to reduce the delay
of information and to ensure the reliability of information
transmission. The effectiveness and feasibility of the proposed
method are successfully verified by numerical simulations.

Since the energy flow in EI has not been fully considered
in this work, our future research shall focus on the integration
of information flow and energy flow in EI scenarios.
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