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Abstract—With the increasing concern on climate change
and global warming, the reduction of carbon emission becomes
an important topic in many aspects of human society. The
development of energy Internet (EI) makes it possible to achieve
better utilization of distributed renewable energy sources with
the power sharing functionality introduced by energy routers
(ERs). In this paper, a bottom-up EI architecture is designed,
and a novel data-driven dynamical control strategy is proposed.
Intelligent controllers augmented by deep reinforcement learning
(DRL) techniques are adopted for the operation of each microgrid
independently in the bottom layer. Moreover, the concept of
curriculum learning (CL) is integrated into DRL to improve
the sample efficiency and accelerate the training process. Based
on the power exchange plan determined in the bottom layer,
considering the stochastic nature of electricity price in the future
power market, the optimal power dispatching scheme in the up-
per layer is decided via model predictive control. The simulation
has shown that, under the bottom-up architecture, compared
with the conventional methods such as proportional integral
and optimal power flow, the proposed method reduces overall
generation cost by 7.1% and 37%, respectively. Meanwhile, the
introduced CL-based training strategy can significantly speed up
the convergence during the training of DRL. Last but not least,
our method increases the profit of energy trading between ERs
and the main grid.

Index Terms—Bottom-up, deep reinforcement learning, energy
Internet, microgrid, stochastic system.

I. INTRODUCTION

The energy Internet (EI) aims to introduce some of the
advanced features of the Internet to the energy system, such
that any legitimate subject can freely obtain access to the sys-
tem and share information and energy with other subjects [1].
Open and peer-to-peer energy supply and sharing are the main
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features of the EI. The integration of both information and
energy is the key to achieving an information-led and highly
controllable energy system [2], [3]. Through the combination
of the Internet and renewable energy sources (RESs), the EI
converts the centralized supply of energy into a distributed
supply of energy; that is, each local area can make full use of
its own solar power, wind power, natural gas, etc., such that
the energy supply in each area is relatively independent.With
the hope of acquiring an integration of distributed, intermittent
and diversified energy supply and demand, this approach aims
to construct a type of energy network in which RESs are
efficiently utilized and the increasing energy demand is met,
whereas the damage to the environment in the process of
energy utilization is reduced [4].

In many practical EI scenarios, MGs are designed to operate
jointly in the sense that information and energy are exchanged
via a new type of electrical device called ERs (also called
energy hubs, or electric routers) [5], [6]. It is pointed out that
ERs are core devices in the future power and energy system as
the routers in the Internet [7], [8]. As an important direction for
the future development of energy service industry, integrated
energy service will be the key means to implement supply
side structural reform and promote demand side response [9].
In order to guarantee reliable integrated energy service, the
energy management related research in the field of EI has
attracted much attention, resulting in significant advances in
the past five years; see, e.g., [10]–[13]. In particular, when the
investigated EI scenario is composed of interconnected MGs
in which power generation mainly originates from RESs, the
system’s energy management issue is much more challenging
than that of the conventional utility grids [14], [15].

The conventional energy management scheme follows a top-
down mode, which requires a centralized controller to decide
the operation of each component within the power system [16].
Though such characteristic allows higher efficiency for the
utilization of various energy sources, it requires the associated
global optimization problems to be accurately solved with
limited availability of time and computing resources. With the
development of edge computing technologies, more intelligent
devices have been introduced into existing energy systems,
which further contributes to the complexity of energy manage-
ment problems in EI scenarios. For the system composed of
multiple MGs, as the number of MGs increases, the centralized
control scheme would suffer from a huge computation burden,
due to the high-dimensional searching space of potential
operation strategies [17], [18]. In the meantime, the top-down
architecture may not be efficient enough when dealing with
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a power system with high proportion of distributed energy
resources, especially for the EI system powered by millions of
intelligent power electronic devices [18]. In the conventional
top-down mode, customers’ role is subject to the upper control
strategy, and the personalized needs are ignored [19]. The cen-
tralized controller issues instructions to control all the energy
interaction processes, and no free transaction can be directly
made between end users. Therefore, flexible energy transac-
tions between consumers in the power market are limited.
For instance, considering various customized demands from
local agents and heterogeneous power consumption behavior,
it could be difficult to find a proper centralized controller to
meet the desired target. Thus, a bottom-up control scheme
would be a more feasible option, and it would benefit the
privacy protection for customers as well [3], [18].

Via the coordinative operation of intelligent agents at the
MG level and ER level, energy management solutions re-
garding the future power and energy system generally come
along with a multi-layer (or, hierarchical) architecture; see,
e.g., [15], [16], [20]–[25]. In [15] a distributed control scheme
for multiple MGs is designed to manage the balance between
control performance and computation feasibility. Jing et al.
[16] present a problem-oriented hierarchical approach, such
that the operation cost of urban energy system is reduced
by 15%. Jain et al. [20] study a data-driven method for
distributed energy resources and reduce the levelized cost of
electricity to nearly 50%. Under a layered architecture, energy
system control problems are solved more efficiently as well
as effectively compared with the ones without being layered.
In [21], it is pointed out that a bottom-up layered energy
management strategy is urged to be implemented in future
EI scenarios. Yi et al. [22] have investigated the bottom-up
optimization model for the inter-regional power grid planning
in China. Besides, a class of bottom-up optimization models
have been used to plan for the Greek power supply [23].

Although the aforementioned studies have analysed the
hierarchical control scheme and bottom-up model, the research
focus of these works are different from that of this paper, and
there exist some defects among these works. To illustrate, the
perspective of building a bottom-up energy infrastructure has
been reported in [18] without providing theoretical analysis or
numerical solution. In [21] a stochastic control strategy has
been studied to achieve the bottom-up management mode for
one typical MG only. The main drawback of [21] is that energy
operators are not provided with an overall systematic control
scheme for the whole EI system. Besides, the dynamical
programming approach adopted in [21] cannot be directly
applied to relatively large dimensional control systems. The
authors in [22] and [23] mainly focus on the overall long-term
planning for power grid and energy system, lacking dynamical
control for short-term system analysis. Although the principle
of bottom-up energy management has been considered in [26],
the system architecture is designed without being layered,
which is relatively restrictive.

In recent years, with the development of advanced metering
infrastructures, available data volume has been becoming
higher than ever before, which benefits designing and manage-
ment of the future energy systems [27]. Accompany with the

progress of modern artificial intelligence (AI) technology, the
data-driven energy management scheme has started to show
its superiority to the conventional mathematical model-based
method. For example, when the neural networks in combina-
tion with stochastic analysis is used to model the predicted
power of photovoltaic panels (PVs) and loads, the energy
control result with respect to the regional EI has been shown
to be better than that with the conventional deterministic meth-
ods [21]. In [26], a so-called model-free approach has been
implemented, and by exploiting an asynchronous advantage
actor-critic (A3C) algorithm, better control effects have been
achieved compared with the conventional optimal power flow
(OPF) method. In [28], a model-free method, which is data-
driven, has been adopted to voltage control, such that system
stability can be realized. In [29], based on deep neural net-
work techniques, an intelligent multi-MG energy management
method is applied to increase the profitability of electricity
trading. Furthermore, the deep reinforcement learning (DRL)
method has now been regarded as a powerful tool to solve such
data-driven optimization issues, and reader can refer to [30],
[31] and the references therein for more examples. Compared
with the traditional multi-stage optimization methods, DRL
has unparalleled advantages in end-to-end training, utilizing
global information and continuous control [32]. In this work,
we leverage the advances in DRL to implement the proposed
bottom-up system control idea. It is notable that the studied
bottom-up energy management problem in this paper has not
been studied via data-driven methods.

The large amount of available data, the progress of AI tech-
nology, and the requirement to establish bottom-up manage-
ment rules for EI have prompted us to carry out the research
in this paper. It is worth mentioning that the flexible energy
trading between customers in the electricity market is essential
for the future EI [4], which ought to be fully considered in
the power dispatching scheme. In order to address the above
issues, in this article, a two-tier EI architecture is proposed.
In such multi-layer structure, the closely related MGs are
considered as a small system, namely MG clusters. With the
purpose of total cost reduction and power balance assurance,
in the bottom layer, MGs in the MG clusters are designed to
operate coordinately and share energy via ER networks within
clusters. Noticing that the power/energy link between MGs and
ERs is bi-directional, MGs are thus capable of exchanging
energy with ERs when necessary. Meanwhile, in the upper
layer, the optimal power dispatching scheme considering the
transmission loss in the ER network is calculated with the
energy exchange requests provided by the bottom layer.

For such a bottom-up system management issue, the so-
lution is obtained via two main steps. Firstly, in the bottom
layer, each MG in the considered MG cluster is controlled
independently by minimizing its own objective function via
DRL approach. The power exchange plans between these MGs
and the corresponding ERs are then determined. Despite the
advances of DRL, it suffers the sample efficiency challenge
in the field of power system: the interactions with the power
system are extremely expensive while DRL relies on a massive
interactions. To tackle this issue, we incorporate the concept of
curriculum learning (CL) [33] into DRL. It is worth mention-
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ing that the proposed CL-based training strategy is not specific
to a particular DRL method as it could be easily extended
to most existing DRL methods. Next, in the upper layer, the
optimal power dispatching scheme is decided regarding the
power exchange plans in the bottom layer and the electricity
price in the energy market. The stochastic analysis and model
predictive control (MPC) techniques are used to solve the
upper layer energy control problem. The main contribution
and importance of this work is outlined as follows.

1) Focusing on a regional EI scenario, this is the very
first time that dynamical control strategies are designed
to realize a data-driven bottom-up energy management
scheme. Thereby, the research outputs of this paper can
be viewed as a supplement to the existing literatures fo-
cusing on bottom-up energy management from different
perspectives; see, e.g., [16], [21]–[23], [26]. By adopting
such a bottom-up system control strategy, not only better
performance regarding minimizing the overall operation
cost can be achieved, but also the role of customers can
be effectively transformed from passive to active.

2) The adopted data-driven AI technique, which refers to
the DRL method with the advantage actor-critic (A2C)
algorithm [34], effectively avoids the system modeling
errors and the parameter estimation deviations. In con-
trast to the conventional complex modeling process with
respect to RESs and loads, the proposed method can
skip the dynamical modeling process and therefore is
regarded as an advantage over the existing works [15],
[16], [21], [25], [34]. When solving the considered high-
dimensional stochastic energy management problem, we
demonstrate that the adopted DRL algorithm is more
advantageous than the conventional approaches such as
proportional integral (PI) based and OPF based control
schemes.

3) To facilitate the training process of DRL, we propose
a training strategy of DRL based on CL. The networks
for a single MG are trained independently to learn an
optimal policy for this MG. Then, the learned policy is
transferred to other MGs as the initial policies for the
corresponding training. Note, due to the similarities of
the environment between MGs, these transferred policies
are already near-optimal for the other MGs. With such
a novel design, the backbone DRL model converges
much faster than the vanilla DRL model, and the cost
of training, including the expensive interaction with the
environment, is largely reduced. We want to emphasize
that, instead of improving the convergence speed at the
expense of control effects, the empirical results show
that the proposed training strategy can also improve the
learning performance. To the best of our knowledge, this
is is first study of incorporating CL with DRL in the field
of power and energy system.

4) The stochastic process driven by geometric Brownian
motion is used to model the electricity price, allowing
for massive stochastic energy transactions to be im-
plemented in the proposed bottom-up EI framework,
which is innovative as well as instructive in building

a flexible electricity market for the future EI. In this
sense, the power dispatching scheme proposed in this
paper demonstrates an effective way to achieve better
energy sharing performance in an electricity market with
stochastic price deviations.

The remainder of this paper is organized as follows. In
Section II, we present the system modeling. Then, the bottom-
up management issue is formulated in Section III. In Section
IV, we introduce the proposed CL-based DRL and MPC
approach. Finally, in Section V and Section VI, we provide
the numerical results and draw the conclusions, respectively.

II. SYSTEM DESCRIPTION

A. System Architecture

Following the EI paradigm, in this paper, the operation of a
typical MG cluster in the EI system is investigated. As shown
in Fig. 1, there exist multiple MGs in the cluster where each
MG is connected to an ER which enables the flexible energy
exchange within the cluster. Additionally, the ER network
inside the given cluster is interconnected with the main grid.
At time t ∈ [0, T ], each MG in the bottom layer determines
the amount of the exchanged power based on its own states.
Next, the ERs in the upper layer receive the power exchange
information and decide the power dispatching between ERs
and the main grid.

The ER network structure of the considered MG cluster
can be captured by an undirected graph denoted as G(V, ξ).
ERs are represented by the vertex set V = {1, 2, . . . , n},
and transmission lines between ERs are denoted as edges in
ξ ⊆ V × V . n denotes the number of MGs. Without loss of
generality, each MG is assumed to be composed of a subset
of the following components, PVs, micro-turbines (MTs), fuel
cells (FCs), diesel engine generators (DEGs), battery energy
storage devices (BESs), as well as local loads. Accordingly,
let us denote the i-th MG in the considered MG cluster as
MGi. In addition, multiple bi-directional connections to the
utility grid are comprised in such graph representation as well.

B. Bottom Layer

In this paper, power output of PVs and power demand
of loads are considered to be uncontrollable. Due to the
stochastic and uncertain nature of their power dynamics, it is
impractical to precisely model or forecast the power deviations
by deterministic models. To address this problem, real-world
power data records of PVs and loads in [35] are utilized in
our proposed solution to the operation of MG clusters, which
could greatly improve the reliability of the studied enengy
management method. More specifically, the dynamical models
for the power of PVs and loads introduced in [21] are adopted
in this paper as follows. For the power of PVs,

PPV (t) = P̂PV (t) + α̃PSolar(t)rPV (t), (1)

where PPV (t) refers to the modeled power generation of PVs
at time t; P̂PV (t) denotes the power forecasting for PVs at
time t; PSolar(t) denotes the solar irradiation at time t; α̃ is
a coefficient related to the configuration of PVs in a given
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Fig. 1: The considered MG cluster.

MG; and rPV (t) captures the randomness in the PV power
generation via an Ornstein-Uhlenbeck process [36]. For the
detailed procedure of obtaining dynamical model (1) via real
data, readers can refer to [21].

Similarly, the power model of loads via real data can be
represented as PL(t) = P̂L(t) + β̃eL(t), where PL(t) is the
modeled power output of loads; P̂L(t) is the overall trend of
load power; β̃ is a constant related to the magnitude of the
load power deviations; eL(t) is driven by Ornstein-Uhlenbeck
process, which represents stochastic deviations existing in the
load power.

Controllable distributed generators (DGs), i.e., MTs, FCs,
DEGs, are generally applied for the power balance mainte-
nance in the system under consideration. Hence, controllers
are set in controllable DGs to adjust their power output
accordingly. Given g ∈ {MT, FC, DEG}, let us denote P gi (t)
as the power output of controllable DGs in the i-th MG of the
considered MG cluster, and denote ugi (t) as the corresponding
control signal. The power dynamics of DGs are formulated as
ordinary differential equations [37],

dP gi (t) = − 1

T gi
(P gi (t)−Bgi u

g
i (t))dt, (2)

where T gi stands for the time constant of controllable DGs of
the i-th MG; Bgi is the maximum allowed value of P gi (t).

For the i-th MG of the investigated MG cluster, the corre-
sponding charging/discharging power and the state of charge
(SOC) for BESs at time t are denoted as PBESi (t) and
SOCi(t), respectively. According to [38], the dynamics of

SOCi(t) is given in (3),

dSOCi(t) =
ηi
Qi
PBESi (t)dt, (3)

where Qi is the capacity of BESs in the i-th MG; ηi(t) is
the charging/discharging coefficient for BESs and is defined
in (4).

ηi(t) ,

{
η0,i − η1,iP

BES
i (t)/PBESmax,i, PBESi (t) ≥ 0,

1/
(
η0,i + η1,iP

BES
i (t)/PBESmax,i

)
, PBESi (t) ≤ 0.

(4)

The coefficients η0,i and η1,i in (4) are related to the character-
istics of BESs; see, e.g., [38]. In many practical scenarios, the
SOC is restricted within an appropriate range for better relia-
bility. As a protection for BESs from being damaged by large
energy throughput, the input/output power of BESs shall be
constrained as well. In this paper, the constraints for PBESi (t)
and SOCi(t) are set as −PBESmax,i ≤ PBESi (t) ≤ PBESmax,i and
SOCmini ≤ SOCi(t) ≤ SOCmaxi , where PBESmax,i, SOC

min
i

and SOCmaxi denote the maximum allowed absolute value
of PBESi , minimum and maximum allowed value of SOCi,
respectively.

On top of the models introduced above, the power balance
in MGi is considered. Let us denote PLi (t) and PPVi (t)
as the demand of loads and output power of PVs in MGi
at time t, respectively. When BESs and power exchange
with corresponding ER is not considered, ∆Pi(t), the power
mismatch in MGi at time t, is expressed as

∆Pi = PPVi + PMT
i + PFCi + PDEGi − PLi . (5)

For notation simplicity, time t is omitted in the above equation
and most of the formulas thereafter.
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To maintain the power balance in each MG, we firstly set
PBESi as the power mismatch ∆Pi. Once PBESi violates its
constraints, it will then be set as the maximum or minimum
allowed value accordingly. Similar rules are applied for the
cases when constraints for SOC are violated. Secondly, the
power exchange P exci between MGi and ERi is introduced
to guarantee power balance in the considered scenario with
P exci = PBESi −∆Pi. Note that the power exchange with ER
exists only when the power of BESs reaches the power limit,
which embodies the principle of local power balance shall
be autonomously achieved with priority [3], [21]. Finally, the
power balance of MGi is expressed as follows,

P exci + PPVi + PMT
i + PFCi + PDEGi = PLi + PBESi . (6)

C. Upper Layer

In the upper layer, the power exchange among MGs inside
the considered MG cluster is achieved via the ER network.
Meanwhile, the MG cluster is assumed to be able to trade
energy with the utility grid through ERs. The similar scenario
regarding energy trading via ER has been considered in [39]
and the references therein. Thus, power can be transmitted
from MGs with surplus energy to those lacking of energy. In
some extreme situations, the ER network may purchase or sell
energy via connections with the utility grid to assure the stable
operation of the MG cluster.

For the power dispatching in the upper layer, the power flow
from ERi to ERj is denoted by PERi,j . A negative value of
PERi,j means the power is transmitted from ERj to ERi, and
vice versa. Thus, PERi,j = −PERj,i holds naturally. We denote
the set of indexes for ERs connected to the utility power grid
as L = {l1, l2, . . . , lm}, where m is the total number of ERs
connected to the utility grid. Considering the power balance
at the node ERi, we have

P exci +
∑

(i,j)∈ξ
PERi,j + Pmi = 0, ∀i ∈ V, (7)

where Pmi represents the power exchange between ERi and
the main gird. Typically, we have Pmi = 0, i /∈ L,∀i ∈ V for
the ERs that are not directly connected with the utility power
grid. Meanwhile, accounting the capacity of transmission lines,
we have the following constraint: −PERmax,ij ≤ PERi,j ≤
PERmax,ij , where PERmax,ij ≥ 0 is the maximum allowed power
flow in the transmission line from ERi to ERj .

III. PROBLEM FORMULATION

A. Bottom Layer

In the bottom layer, each MG is considered as an in-
dependent entity with its own objectives (i.e., maintenance
of local power balance, minimization of overall operation
cost). Detailed mathematical formulation for the cost function
regarding MGi during [0, T ] is given as follows,

Ji =

∫ T

0

[
CMT
i + CFCi + CDEGi + CBESi

]
dt, (8)

where the operation costs related to controllable DGs and
BESs are considered in the integrand, which are further
explained in the following.

When the power generation cost of controllable DGs is
taken into account, given g ∈ {MT, FC, DEG}, the term Cgi
in (8) refers to the total cost for the power generation of g,
and the corresponding cost for each term is formulated in the
commonly used quadratic form:

Cgi = agi + bgiP
g
i + cgi (P

g
i )2, (9)

where agi , bgi , cgi are coefficients of the corresponding DGs
of MGi, and can be estimated by parameter identification
methods. For the purpose of rational utilization of BESs, on
the one hand, it is desired that the SOC is maintained around
the level

SOCmidi =
1

2
(SOCmini + SOCmaxi ). (10)

On the other hand, the input/output power of BESs is expected
to be restrained. Therefore, the cost CBESi,j in (8) is formulated
as

CBESi = κi,1(SOCi − SOCmidi )
2

+ κi,2P
BES
i

2
, (11)

where constants κi,1 and κi,2 are weight factors.
In this sense, the optimal control problem for the i-th MG

can be formulated as

minugi∈U E [Ji] , s.t. (2) – (6), (12)

where E denotes the mathematical expectation which is in-
troduced due to the stochastic models, and Ji is the objective
function defined as (8). Once problem (12) is solved, the power
exchange between the i-th MG and its connected ER can be
determined subsequently, and the upper layer would collect
the power exchange information for the calculation of energy
dispatching scheme in the ER network.

B. Upper Layer

In the upper layer, based on the power exchange between
MGs and ERs in the bottom layer of the considered MG clus-
ter, optimal power flows among ERs and the utility power grid
are determined thereafter. The key objective is to maximize
the profit of power trading and minimize transmission cost for
the power dispatching in the considered EI system. The cost
function for the upper layer can be formulated as follows,

Jupper =

∫ T

0

[∑
i∈L

Cmi (t) +
∑

(i,j)∈ξ

ιij(P
ER
i,j (t))

]
dt, (13)

where Cmi (t) is the cost of electricity exchange between ERi
and the utility power grid at time t; ιij(·) is a function
representing the transmission loss regarding the ERi-ERj
link. For simplicity, let us define ιij(PERi,j ) = µijP

ER
i,j

2, where
µij denotes the loss coefficient for the ERi-ERj link. In (13),
Cmi (t) is defined as

Cmi (t) = −
[
αpi (t)I{Pmi (t)≤0} + αsi (t)I{Pmi (t)>0}

]
Pmi (t). (14)

Here, the indicator function I{x} is introduced as

I{x} ,
{

1, if x is true,
0, if x is false, (15)
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where x stands for a logical expression. In (14), αpi (t) and
αsi (t) are the electricity price for energy purchase and sale
from the ER network to the utility grid at time t, respectively.

Additionally, temporal deviations of the electricity price are
modeled as αpi (t) = αpi,min + Bpi (t) and αsi (t) = αsi,min +
Bsi (t), where αpi,min and αsi,min are the minimum purchase
and sale price at ERi, respectively; Bpi (t) and Bsi (t) are
geometric Brownian motions modeling the price deviations
in the electricity market. It is remarkable that there have
been some literatures introducing stochastic processes into
electricity pricing and trading; see, e.g., [39], [40].

Moreover, in the upper layer, considering the power balance
constraint (7) for each ER, it is required in the ER network
that ∑n

i=1
P exci +

∑
i∈L

Pmi = 0 (16)

shall be satisfied. In this sense, the power dispatching problem
for the upper layer can be expressed as

minPERi,j (t),Pmi (t) E[Jupper],

s.t. (7) – (16).
(17)

By solving the stochastic optimal power dispatching problem
(17), the operation scheme for the ER network can be obtained.

IV. SOLUTION TO THE ENERGY MANAGEMENT PROBLEM

In this section, the energy management problem formulated
in Section III is solved via a two-step procedure. Firstly, for
the operation of each MG, the optimal control problem (12)
is solved with a DRL algorithm. Then, the concept of CL is
integrated into DRL to speed up the training of the policies.
Finally, the optimal power dispatching scheme for (17) in the
upper layer is obtained with convex optimization techniques.

A. DRL for Energy Management of Individual MGs

In our proposed solution, DRL-based controllers are de-
ployed at individual MGs separately. Here, we take MGi as
an example to illustrate the details of the proposed control
approach.

The optimal control problem (12) is reformulated as a
standard Markov decision process which is widely adopted
in reinforcement learning literature. With the time interval
∆t, the discretized time steps can be represented as K =
{0, 1, . . . ,K}, where K = T/∆t, and T is the terminal time.
In this sense, MGi is viewed as an environment with state

s =[k∆t, PPVi (k∆t), PLi (k∆t), PMT
i (k∆t), PFCi (k∆t),

PDEGi (k∆t), SOCi(k∆t), PBESi (k∆t)] ∈ S, (18)

where k ∈ K, and S is the set of all possible system states.
Moreover, the action is defined as u =

[
uMT
i , uFCi , uDEGi

]
.

The elements of state s include the time, power of PVs,
power of loads, power of controllable DGs, SOC and
charge/discharge power of BESs at step k. The transition be-
tween the possible states follows a time homogeneous Markov
chain, which is a straightforward result from the dynamical
model introduced in Section II.

In order to reduce the variance of input for neural network,
pre-process for original state is required. Each element of the

original state is transformed within the range (0,1). The state
of MG after pre-processing ŝ is presented as

ŝ =

[
k∆t

T
,
PPVi
PPVi,max

,
PLi

PLi,max
,
PMTi

BMTi

,
PFCi
BFCi

,
PDEGi

BDEGi

, SOCi,
PBESi

PBESmax,i

]
,(19)

where PLi,max and PPVi,max denote the maximum values of
PLi and PPVi , respectively. At time step k, given the full
observation O(s) of the system state s (i.e., O(s) = s),
the DRL algorithm generates the corresponding control input
u ∈ U from the learned control policy π(u|s). The generated
controller u is then applied to the environment. Subsequently,
the state of the environment s will transit to a new state s′

according to its transition probability P (s′|s, u) and produce
a reward r(s, u).

Given a policy π, the total accumulated reward from an
initial state s ∈ Si is defined as Rπ(s) =

∑K
k=0 γ

krk, where
γ ∈ (0, 1] is a discounting factor; rk is the reward from the
environment for the state transition from state sk to state sk+1

given action uk, and we have s0 = s. In this sense, for a
policy π, the value function V π(s) is calculated as V π(s) =
Eπ[Rπ(s)], s ∈ S. The DRL algorithm is designed to seek the
optimal policy π∗ which minimizes the value function V π(s)
for all possible s ∈ S . Thus, with properly selected reward
function r(s, u), the value function will be equivalent to the
cost function for the i-th MG in (8).

In the meantime, the constraints on the i-th MG are taken
into consideration via introducing extra penalty terms in the
reward function r(s, u). Considering constraints of BESs, the
corresponding penalty function is formulated as

φ(s) = β
[
1− I{SOCmini ≤SOCi≤SOCmaxi }

]
+ (1− β)×

[
max(−PBESi − PBESmax,i, 0)

+ max(PBESi − PBESmax,i, 0)

]
, (20)

where β ∈ (0, 1) is a weight factor. In (20), the first part refers
to the constraint for SOC, and a fixed penalty will be produced
when the constraint for SOCi is violated. The second part is
relevant to the constraint for the power of BESs. This term
has linear growth when PBESi leaves its constrained range,
otherwise it will be zero. Noticing that CMT

i , CFCi , CDEGi

and CBESi are functions with respect to a part of state s, the
reward for state s can be rewritten as

r(s, u) =ε1
[
CMT
i + CFCi + CDEGi + CBESi

]
+ε2φ(s), (21)

where coefficients ε1, ε2 need to be properly set for a better
performance and faster convergence. For example, when the
system is relatively unstable, i.e., the constraints of BESs
and SOC are violated, the value of ε2 should be increased
appropriately. In this sense, the agents get more penalty when
the constraints are violated. Thus, with properly selected
coefficients ε1 and ε2, the value function V π

∗
(s) of the optimal

policy π∗ is just the approximation of the value function of
problem (12), and the optimal policy π∗ for the formulated
Markov decision process would also be an approximated
optimal solution for (12).
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Fig. 2: Scheme of A2C network.

Until now, the optimal control problem (12) has been
reformulated under the setting of Markov decision process
which can be directly solved via DRL methods. In this paper,
the A2C algorithm [34] is adopted, maintaining a policy
network (actor) parameterized by network parameter θπ for
the policy π(u|s; θπ) and a network (critic) with parameter θv
for the estimation of the value function V (s; θv).

The structure of the actor-critic network adopted in this
paper is presented in Fig. 2. In this figure, the observation
of the environment is firstly fed to the network after nec-
essary pre-processing procedures. Multi-layer (8-layer) fully
connected network is utilized to extract feature vectors from
the observation. It is worth mentioning that the depth of
network depends on the complexity of the control problem.
Usually, more complicated problem requires more complex
control strategy which should be approximated by deeper
neural network. Then, these features are provided as the input
of the actor and critic networks simultaneously.

Further, with the output µ(s; θπ) and σ(s; θπ) of the actor
network, the action a is generated based on the policy

π(u|s; θπ) = tanh(N (µ(s; θπ), σ(s; θπ))), (22)

where tanh (·) is the hyperbolic tangent function, and N (µ, σ)
denotes the random variable following a multi-variate normal
distribution with mean vector µ and covariance matrix σ. It is
notable that we select the activation function of output layer
for σ as sigmoid to guarantee the positivity of the covariance
matrix.

On the other hand, the output of the critic network is
treated as an estimate of the value function V (s; θv). Given
outputs of the critic and actor network as well as rewards
from interactions with the environment, the loss function for

the critic and actor networks are calculated as

Lvalue =
1

2
Eu,s∼π

[
(R(s, u)− V (s; θv))

2
]
, (23)

Lpolicy = Eu,s∼π
[
A · log π(u|s; θπ)

]
, (24)

respectively. Here, A can be viewed as an estimate of the
advantage over approximated value and is calculated as

A = R(s, u) + γV (s′; θv)− V (s; θv). (25)

In (23), Lvalue measures the difference between the real total
reward by sampling and the approximated value by critic net-
work. In (24), Lpolicy stands for the weighted advantage under
the probability distribution of the current policy, such that the
updated network would generate more advantageous policy
with a larger probability. Thus, the loss function for the whole
network is defined as Loss = αvalueLvalue + αpolicyLpolicy ,
where, αvalue and αpolicy are weight coefficients.

Following Algorithm 1, by using the gradient descent ap-
proach, the parameters θv and θπ of the actor-critic network
will be continuously improved via interactions between the
DRL network and the environment. The advantage function
A in (25) can effectively reduce the variance of the overall
performance of the trained actor-critic network, which makes
it easier for the A2C algorithm to be applied in practice.

B. Curriculum Learning for Deep Reinforcement Learning

The training of separate policies for the energy management
of MGs requires a large amount of interactions with each
MG, which is computationally expensive. Due to the similarity
between the energy management problems of MGs in the
bottom layer, the policy learned by one MG can be applied
to the energy management of other MGs. In this sense, the
concept of CL [33] is integrated in the proposed framework.
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Algorithm 1 A2C Training Process for the i-th MG

Input: The environment of the i-th MG; the initial param-
eters of actor network and critic network, i.e., θπ and θv .
Ttotal ← 0, k ← 0.
repeat

Get state sk, kstart ← k.
repeat

Generate uk according to π(uk|sk; θπ).
Apply uk to the environment and receive the reward

rk and next state sk.
k ← k + 1, Ttotal ← Ttotal + 1.

until k = K or k − kstart = kmax

R =

{
0, k = K
V (sk; θv), k 6= K

for i ∈ {k − 1, k − 2, ..., kstart} do
R← ri + γR
Accumulate gradients with respect to θπ:
dθπ ← dθπ +∇θπ log π(ui|si; θπ)(R− V (si; θv))
Accumulate gradients with respect to θv:
dθv ← dθv + 1

2∂(R− V (si; θv))
2
/∂θv

Perform update of θπ using dθπ and θv using dθv .
until Ttotal > Tmax
Return θπ and θv .

In RL, the goal of CL is to accelerate the learning of
a difficult target task by training on a serious of simpler
tasks and transferring the knowledge acquired to the target
task [41]. In this work, we use the concept of CL to speed
up the training and reduce the computational cost of DRL.
Concretely, the energy management problems of MGs can
be viewed as a series of similar tasks. The policy learned
from the energy management of one MG can be transferred
to the energy management of the another MG. We adopt a
simple strategy based on the concept of transfer learning in
the literature of deep learning. That is to say, we first learn the
policy for one MG, then transfer the policy learned by the first
MG as the initial policy for the other MGs.1 Specifically, the
parameters of actor network and critic network, i.e., θπ and θv ,
are randomly initialized to train the policy for just one MG.
When the first MG is trained, the knowledge of the first MG
is transferred to the rest MGs by initializing the parameters of
the rest MGs with the parameters of the first MG. The details
of the proposed CL-based training strategy is demonstrated
in Algorithm 2. The proposed CL-based training strategy can
also be understood from a Bayesian perspective, i.e., we use
the policy learned from a particular MG as a strong prior for
the other MGs. Theoretically, the proposed training strategy
can significantly improve the sample efficiency of DRL and
reduce the training cost with a near-optimal initial policy.

C. Power Dispatching in the Upper Layer

While MGs in the bottom layer operate autonomously
at each time step, the power exchange between individual

1Note, we illustrate the idea of CL by pre-training only one MG. More
MGs could be pre-trained and more complex training procedures could be
designed for more robust performance.

Algorithm 2 Curriculum Learning for Energy Management of
Multiple MGs

Randomly initialize θπ and θv for the 1st MG.
Execute Algorithm 1 for the 1st MG and save the weights
θπ and θv .
θ1
π ← θπ , θ1

v ← θv
for i = 2 to n do

Execute Algorithm 1 with initial parameters θπ = θ1
π

and θ1
v = θ1

v and the environment of i-th MG.
θiπ ← θπ , θiv ← θv .

Return θ1
π, . . . , θ

n
π .

MGs and ERs is determined, and then reported to the upper
layer. After receiving the request of power exchange from
the individual MGs, the upper layer optimizes the power
dispatching scheme (17) with the following Algorithm 3.

First, the random variables including the future purchase
prices and selling prices are predicted by calculating the
expectations of their distributions. Second, the MPC problem
can be built up with the knowledge of models. Then, the MPC
problem is solved by the convex optimization tool. Finally, the
actions at the first time step are executed.

Note that MPC relies on the knowledge of the power
dispatching model in the upper layer, which is much easier
to be obtained than the models of MGs.

Algorithm 3 MPC for Power Dispatching in the Upper Layer

for t = 0 to T do
Forecast the future electricity prices αpi (t

′) and αsi (t
′),

t′ ∈ [t, T ] by calculating their expectations.
Establish the MPC problem (17) with the prediction for

future electricity prices.
Solve the MPC problem via convex optimization toolbox

CVX [42].
Apply the first step of its optimal control sequence to

the power dispatching in the upper layer.

V. NUMERICAL SIMULATION

It has been illustrated in the literature on smart grid systems
that the hierarchical framework has been well suited for the
energy management tasks in many practical EI scenarios [3],
[16], [18], [20]. Thus, in this paper, we focus on the impacts
of specific MG operation schemes on the considered bottom-
up structure. To this end, we will first acquire the operation
costs in both bottom and upper layers (namely, the overall
performance) by using the proposed DRL method and the
conventional methods separately. Then, comparison will be
made to fully demonstrate the effectiveness and superiority of
the proposed bottom-up scheme.

A. Experiment Setup

A MG cluster consisting of eight MGs is considered in
the simulation. The parameters for each MG are shown in
Table I. Regarding the operation costs in the bottom layer, the
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TABLE I: Parameters for Eight MGs

Parameters Index of MGs

1 2 3 4 5 6 7 8

TMT (min) 20 21 22 20 19 20 21 20
TFC (min) 25 24 25 26 26 25 24 26
TDEG(min) 30 32 29 31 30 28 30 31
BMT (kW) 200 210 250 190 220 230 200 210
BFC (kW) 300 320 280 310 320 300 310 290
BDEG(kW) 400 380 390 400 420 410 390 400
SOCmin 0 0 0 0 0 0 0 0
SOCmax 1 1 1 1 1 1 1 1
PBES
max (kW) 200 200 200 200 200 200 200 200
Q(kWh) 1000 980 950 1000 1020 1050 1000 950
η0 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98
η1 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05
bMT 0.50 0.52 0.53 0.45 0.47 0.48 0.50 0.51
cMT 0.0050 0.0051 0.0048 0.0049 0.0052 0.0050 0.0051 0.0048
bFC 1.00 1.02 0.98 0.97 1.05 0.95 1.00 1.03
cFC 0.0030 0.0029 0.0029 0.0031 0.0031 0.0030 0.0029 0.0030
bDEG 1.50 1.51 1.48 1.47 1.45 1.54 1.50 1.51
cDEG 0.0020 0.0019 0.0021 0.0019 0.0021 0.0020 0.0019 0.0020
κ1 100 100 100 100 100 100 100 100
κ2 1×10−5 1×10−5 1×10−5 1×10−5 1×10−5 1×10−5 1×10−5 1×10−5

TABLE II: Parameters for A2C and PSO.

Parameter γ β αvalue αpolicy T (min) ωPSO cPSO
1 cPSO

2

Value 0.95 0.98 0.1 1 10 0.9 0.5 0.3

performances under the proposed DRL controller, OPF based
method [43] and particle swarm optimization (PSO)-based PI
controller (introduced in Appendix) in MG1 are compared.
The parameters for A2C and PSO are shown in Table II.

The numerical simulation is performed during the period
[0, 24h], and the time resolution for simulation is set to be
∆t = 1min. With the discounting factor γ set to be 0.9, the
actor-critic network shown in Fig. 2 is trained by utilizing
the power data from the real-world scenario reported in [35].
For the A2C approach, at each time step, features including
time step k, power consumption of loads, power generation of
PVs and controllable DGs, SOC and charge/discharge power
of BESs are fed to the A2C neural network as the input
after necessary pre-processing procedures. Actions generated
from the operation policy obtained from the DRL network are
adopted as control signals for DGs in the considered MG. We
divide the 100 days of the historical data into training set and
test set, and their proportions are 80% and 20%, respectively.

B. Energy Management of Individual MG

The SOC curves under three methods are shown in Fig. 3.
It can be observed that, under the proposed DRL scheme, the
BESs are effectively utilized. When the output power of PVs
is relatively small during the time period [0, 9h], the BESs
are discharged for daily utilization; when the output power of
PVs is relatively high during [9h, 18h], the BESs are charged
to store energy. In contrast, the SOC determined by OPF
based method oscillates frequently, leading to an acceleration
of the battery aging process. When the PI controller is applied
to the considered scenario, the deviations of SOC curve are

constrained within a small range, which illuminates that the
function of BESs is not fully utilized.
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Fig. 3: Power of BESs and SOC curves under three methods.

As shown in Fig. 3, the power input/output of the BESs
is effectively maintained in the desired range with relatively
smooth deviations by the DRL controller compared with
those of the PI controller and OPF method. Focusing on the
comparison between DRL and PI controller, it can be observed
that the input/output power of BESs under the proposed DRL
controller is more stable compared with that under the PI
controller, especially during time period [12h, 18h], which
shows that DRL controller is more suitable than PI controller
to prolong the life of BESs and prevent overuse of BESs.

For the illustrative purpose, the power of DEG under three
methods is provided in Fig. 4. It can be observed that the
power of DEG under DRL controller is generally lower than



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 10

0 3 6 9 12 15 18 21 24
Time / h

0

100

200

300

400
Po

we
r /

 k
w

DRL
PI
OPF

Fig. 4: Power generation of DEG under three methods.

the power under PI method. Especially, during the time period
[13h, 15h], the fluctuation of power under DRL controller
is relatively small. It is suggested that the proposed DRL
controller can reduce the potential risk of over-control, i.e.,
frequent and drastic adjustment for the power of controllable
DGs.

Furthermore, the comparison of the total generation cost in
the considered MG shown in Table III illustrates the superior
performance of the DRL controller. The total generation cost
under the proposed DRL controller is reduced by 7.1% than
that under the PI controller, and by 37% than that under the
OPF method.

TABLE III: Total Generation Cost of Controllable DGs

Method Generation Cost

DRL (1.354± 0.231)× 104

PI (1.457± 0.245)× 104

OPF (2.150± 0.526)× 104

C. Effect of Curriculum Learning

To demonstrate the effect of CL in the training of DRL,
we depict the training curves of DRL with CL and without
CL in Fig. 5. The episode reward is defined as

∑T
t=0 rt, and

the performance during training is evaluated on the test set
(20 days of history data). The shaded region represents 90%
confidence interval.

It can be observed that the initial policy with CL is near-
optimal, while the training without CL requires about 1
million episodes to acquire the optimal policy. Therefore, the
application of CL can significantly accelerate the training of
DRL.

D. Power Dispatching in the Upper Layer

Next, focusing on the operation of the upper layer, the
power dispatching issue in the ER network depicted in Fig. 6
(MGs are omitted) is considered. Here, the ER network is
interconnected to the main gird via ER1 and ER3. The
parameters for the upper layer are shown in Table IV.

The maximum value of power exchange between MGs and
ERs is set to be 200kW. For illustrative purpose, the electricity
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Fig. 5: The comparisons between DRL with CL and without
CL. Note, DRL with CL converges much faster than DRL
without CL while DRL with CL outperforms DRL without
CL by a small margin.

TABLE IV: Parameters for upper layers.

Parameter Value Parameter Value

µ12 5×10−4 PER
max,23 300

µ16 5×10−4 PER
max,34 300

µ23 5×10−4 PER
max,35 300

µ34 5×10−4 PER
max,45 300

µ35 5×10−4 PER
max,56 300

µ45 5×10−4 αp
1,min 0.4

µ56 5×10−4 αs
1,min 0.22

PER
max,12 300 αp

3,min 0.28
PER
max,16 300 αs

3,min 0.15
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Fig. 6: The intuitive illustration of power dispatching in the
upper layer. The orange arrows denote the power delivery
between ERs and the main grid, the blue arrows denote the
power dispatching between ERs, and the black arrows denotes
the power exchange between ERs and MGs.
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price is generated based on geometric Brownian motions,
which is widely used in the research on stock prices. Based
on the operation of the MGs in the bottom layer, the power
exchange between ERs and MGs is determined. Then, the
power dispatching scheme for the ER network is calculated
via Algorithm 3, by which the energy transmission among ERs
and the energy trading with the utility grid are determined.
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Fig. 7: (a) Power flow with the main grid; (b) The profit of
ER network under DRL and PI methods.

According to the energy trading curves shown in Fig. 7,
during [0, 24h], the total amount of profit from energy trading
under DRL method is 16.5 (currency unit is omitted), while
that under PI method is 1.5. This shows the DRL method not
only reduces the operation costs in the bottom layer, but also
creates more profit via power trading in the upper layer.

Fig. 7 illuminates how the dynamical prices influence the
power flows among ERs and the main grid in the upper layer.
For the reason that the sale price at ER1 is larger than that at
ER3, most surplus electricity is sold to the main grid through
ER1. Similarly, almost all electricity is purchased from the
main grid through ER3 due to its lower price.

VI. CONCLUSION

A layered bottom-up energy management scheme for EI
has been proposed in this paper. DRL techniques have been
applied to solve such a data-driven stochastic optimization
problem. The simulation has shown that, under the two-layer
architecture, compared with the conventional PI method and
OPF method, our proposed method reduces generation cost by
approximately 7.1% and 37%, and promotes the rational and
efficient utilization of BESs. Besides, the introduced CL-based
training strategy can significantly speed up the convergence
and reduce the training cost during the training of DRL.
Moreover, our method increases the profit of energy trading
between ERs and the main grid.

In this paper, the weight coefficients of each component
in cost functions (9) and (13) are assumed to be priorly
known, which can be viewed as a limitation of this work.
To achieve the bottom-up energy management mode, the
formulated optimal control problems in both bottom layer
and upper layer are indeed multi-objective optimization issues.
For multiple sub-objectives to be optimized, how much their

respective weights are appropriate is a key scientific problem
to be studied in the future.

APPENDIX PSO-BASED PI CONTROL

When the conventional PSO method is applied, the PI
controller of DGs is formulated as

ugi (t) =−Kg
i,1P

BES
i (t)−Kg

i,2

(∫ t
0
PBESi (τ)dτ

)
−Kg

i,3(SOCi(t)− SOCmidi )

−Kg
i,4

(∫ t
0

(SOCi(τ)− SOCmidi )dτ
)
,

where g ∈ {MT, FC, DEG}, Kg
i,1, Kg

i,2, Kg
i,3 and Kg

i,4 are
coefficients corresponding to PBESi and SOCi for the pro-
portional and integral terms, respectively. The PSO approach
is applied to find the appropriate coefficients by minimizing
the expectation of the cost function defined in (8). We define
the position of one particle as

x = {KMT
i,j }4j=1 ∪ {KFC

i,j }4j=1 ∪ {KDEG
i,j }4j=1

Note that the position x determines the PI control strategy,
and also determines the expectation of Ji. Thus, we define
the fitness value of position x as f(x) = E[Ji].

Algorithm 4 PSO for PI control of the i-th MG

for each particle k = 1, . . . ,M do
Randomly initialize position xk and velocity vk.
Set personal best position xpbk ← xk.
Evaluate the fitness value f(xk) by Monte-Carlo

method.
Set global postion xgb ← argminxkf(xk).
repeat

for each particle k = 1, . . . ,M do
Update xk and vk:
vk ← ωPSO · vk + cPSO1 · rand() ·

(
xpbk − xk

)
+ cPSO2 · rand() ·

(
xgb − xk

)
xk ← xk + vk
Evaluate fitness value f(xk) by Monte-Carlo

method.
if f(xk) < f(xpbk ) then

xpbk ← xk
if f(xk) < f(xgb) then

xgb ← xk
until converge

In Algorithm 4, ωPSO, cPSO1 and cPSO2 are the inertia
weight factor, cognitive and social acceleration factors, re-
spectively. The notation “argmin” stands for the argument
of the minimum. Thus, argminxf(x) refers to the point x
that minimizes function f(x). Besides, the random number
of range (0,1) is denoted as rand().
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